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Section 8.1:  

•  The Spearman correlation measures monotonicity. The Pearson correlation measures linearity, a stronger form of monotonicity.  Because of the data-mapping in section 8.2, any model that performs at all well is going to be monotone with respect to the subjective data.  Therefore, the Spearman correlation is unnecessary.  Actually, the Pearson correlation isn’t all that great itself, but in the past VQEG people seemed to like it because it seems intuitive.  The problem with the Pearson correlation is that the 95% confidence limits on it are huge.

The data analysis performed for the evaluation of the calibration function of the speech quality metric P.862 didn’t show huge 95% CI limits. It might  be the population size (N higher than 1000) and characteristics. 
•  The three statistics named -- rms error, Pearson correlation, and outlier ratio -- each are measures of more than one of the prediction attributes:  accuracy, monotonicity, and consistency.  RMS error measures both accuracy and consistency. Pearson correlation measures all three.  The outlier ratio measures both consistency and accuracy.

•  For these reasons, I suggest substituting the following text for the second and third paragraphs:  “The statistical metrics root mean square (rms) error, Pearson correlation, and outlier ratio together characterize the accuracy, monotonicity and consistency of a model’s performance.  To test for statistically significant differences among the performance of various models, the F-test will be used.”

I’ll change it and update the chapter 8 draft.

I think it would be good to keep the phrase: “ The calculation of each statistical metric is performed along with its 95% confidence intervals. 
•  Regarding the text “It is presumed that the subjective results include mean ratings and error estimates that take into account differences within the viewer population and differences between multiple subjective testing labs,”  the raw rating data are going to be reported on a viewer-by-viewer basis.  Therefore, differences among viewers and labs will automatically be included in error estimates.  In fact, we expect to be able to separately calculate the amount of “error” or variance due to individual viewers, labs, clips, and HRC’s.   However, there is a very important proviso:  We get error estmates for viewers and labs ONLY IF THE VIEWERS AND THE LABS USE THE SAME CLIPS AND HRC’s.  In my view, we will have a much weaker study if different labs use different HRC’s and clips.

Italic text was inherited for the old version. I agree with your concerns and if could remember I proposed some time that if different labs are involved then at least some common samples to be used.

•  Assuming that we do use the same HRC’s and clips for all labs and viewers, I suggest the following text in place of the italicized text above: 

“Objective models cannot be expected to account for (potential) differences in the subjective scores for different viewers or labs.  Such differences, if any, will be measured, but will not be used to evaluate a model’s performance.  “Perfect” performance of a model will be defined so as to exclude the residual variance due to within-viewer, between-viewer, and between-lab effects.”
I’ll make the changes.

•  In the call on Feb. 10 we agreed to DMOS.  The construction of DMOS scores is described in the Subjective Data Analysis -- used to be numbered Section 4.2.2. 

•  Change “From simplicity reason, only DMOS scores are mentioned for the rest of the chapter.”  to “For simplicity, only DMOS scores are mentioned for the rest of this chapter.”

I’ll make the changes.

•  Suggest the following text for the final paragraph:  “The objective quality model evaluation will be performed in three steps.  The first step is a monotone rescaling of the objective data to better match the subjective data.  The second calculates the performance metrics for the model and their confidence intervals.  The third tests for differences between the performance of different models using the F-test.”
I’ll make the changes.

Section 8.2.1:

•  In FRTV2, we found that we could have accomplished the data analysis quite well without any non-linear mapping to the subjective data.  The models that fit the subjective data well were not helped much by the nonlinear mapping; the models that did not fit the subjective data well had the largest improvements in fit by the non-linear mapping, but even that did not bring their performance up to the level of the better models.

Should I understand that you are in favor of linear?

•  However, if VQEG insists on a non-linear mapping step, the following three-parameter logistic equation was used in FRTV2.  Why not just use it again?  It worked ok, even if it was not all that necessary.  





DMOSp = b1 / ( 1 + exp( - b2*(VQR-b3) ) )
DMOSp is the predicted DMOS, and VQR is the model’s computed value for a clip-HRC combination.  The parameters b1, b2, b3 are found from fitting the function to the data [DMOS, VCR].
My experience showed that the one I am proposing is working very well for the 1-5 domain mapping. On the other hand I know that since we are speaking about a logistic function, then its exact analytical expression does not affect too much. I agree therefore with your proposal. 
Also, the compression at the end of the scales that is characteristic of the logistic is a benefit rather than a problem.  The reason is that subjective data tend to be compressed at the ends of the scale, and this transformation essentially un-does this compression.  The subjective compression is so common that it has a name:  at the top of the scale it’s called a “ceiling effect” and at the bottom it’s called a “floor effect.”
Should I understand now that you are in favor for logistic?  I apologize for getting confused.
•  Based on the arguments above, I suggest the following text for section 8.2.1:

“Subjective rating rating data often are compressed at the ends of the rating scales.  It is not reasonable for objective models of video quality to mimic this weakness of subjective data.  Therefore, in previous video quality projects VQEG has applied a non-linear mapping step before computing any of the performance metrics.  A non-linear mapping function that has been found to perform well empirically is  DMOSp = b1 / ( 1 + exp( - b2*(VQR-b3) ) ), where DMOSp is the predicted DMOS, and VQR is the model’s computed value for a clip-HRC combination.  The parameters b1, b2, b3 are found from fitting the function to the data [DMOS, VCR].  This non-linear mapping procedure will be applied to each model’s outputs before the evaluation metrics are computed.”
I’ll make the changes.
Section 8.2.2:

•  I don’t understand the issue regarding averaging per HRC vs. averaging per video sequence.  I have the idea that HRC-video sequence pairs will be recorded, and that they are the units that models will evaluate, and they are also what viewers will judge.  If that’s true, then it seems natural to compute the performance metrics at the level of these units and not average at all -- or at least average only later, after doing the computations at the HRC-clip level.
I agree with your view. I called this combination In my text "per sample". The reason I am mentioning "per condition" Is that for the speech quality metric evaluation a "per condition" analysis has been performed.  
Section 8.2.3:

•  I think VQEG is going to have a much more difficult time coming to a conclusion about performance of models if there is more than one experiment.  Maybe speech quality studies did not run into this problem, but FRTV2 certainly did.

Speech quality studies run Into similar problems. F-tests have been used though only for the selection of the calibration function of the speech quality metric.
•  Nevertheless, if there must be more than one experiment, I suggest that the models’ performance be compared using the F-test.  If a single model does not outperform other models in all experiments, then I suggest the following decision rule:  Choose the model with the best minimum performance on rms error across the experiments, i.e., maximin (rms error).
It seems to me that you are In a way In favor of my second proposal. We can discuss this during the meeting and quickly fix the text. 
Section 8.3.1:

•  Again, Spearman is for monotone or rank-order correlation.  Also, although it’s true that having a monotone relationship between a metric and that which is being measured is necessary, it is so far from being sufficient that it’s almost not worth mentioning.  The reason is that no metric (at least in the speech work or in FRTV1 or FRTV2) that did NOT have a monotone relationship with respect to the measured item would have a chance of succeeding in the trials.  I think this reference to monotonicity is something that has been inherited from an ancient version of the Test Plan.

•  I suggest substituting this for the first sentence in the section:  “The Pearson correlation coefficient measures the linear relationship between a model’s performance and the subjective data.  Its great virtue is that it is on a standard, comprehensible scale of -1 to 1 and it has been used frequently in similar testing.

I'll make the changes

•  In equations 4 and 5, plug in N=28 or N=103.  Results are 0.33 and 0.16, respectively.  That is, the performance correlations of two models would have to differ by 0.33 or 0.16 to be declared significantly different in the two cases.  That is why the Pearson correlation is not a powerful tool for distinguishing between the performance of various models.
My experience dealt with higher N. For lower N, obviously won't work successfully.
•  zc = 2?  I don’t think c has been defined.  
I meant the normal distribution z score.
Section 8.3.2:

•  Suggest saying that the terms “rms error” and “average error” are being used synonymously.
I agree and I'll make the changes.
•  Equation 7 does not display in my copy of Word for Mac.
I am sorry about this, but I do not know why It didn't work. The equation Is just the usual rmse definition.
•  Equation 9:  Kappa squared needs to be defined.
I apologize the typing mistastake. It Is the χ square (chi ^ 2  distribution)
Section 8.3.3:

•  Definition of c again.
Please see above
Section 8.4.1:

•  Again, testing significance of difference between models’ performance using the correlation coefficient does not work because models have to differ by 0.2 or more to be detectably different.  
Again the population size problem.  I understand that you are not In favor of using 95% CI for correlation coefficients. Since we do have high N values, I agree. 
Section 8.4.2:

•  We found in FRTV2 that the F-statistic given by the ratio: rms1 / rms2, for models 1 and 2 -- that statistic produces a much finer discrimination between models 1 and 2 than comparing correlation coefficients.  Also, we tested and found that the assumption of normal distributions of errors was correct.

Same experience with speech quality metrics. Again, I agree to keep only this.
Section 8.4.3:

•  Suppose N1 = N1 (i.e., models 1 and 2 evaluate the same numbers of samples) and the outlier ratio, p, is on the order of 0.05.  Then, if N = 50,  2 sigma = 0.09.  That is, if model 1 had an outlier ratio of, say, 0.02, it would look statistically the same as a model 2 with an outlier ratio 0.10.  If the outlier ratio is actually around 0.4 as it was in FRTV2, then 2 sigma is even worse, about 0.2.
I believe that here is a confusion and I apologize for this. In  the section  8.3.3,  I meant the sigma(DMOS), not sigma(DMOSp).  I took this from the old test plan. I just came up with the F-test for this metric. I had some concerns regarding this threshold. I raised the concerns during the Seoul meeting (on phone call), but it seemed to me that it was agreed to keep this threshold. 

I think we need to discuss this again. 
Section 8.5:  The one good thing about multiple experiments is that if one model does succeed in outperforming all others across multiple experiments, then we can be more confident about its superior performance in other situations.  

